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L2   Cache

L1   Cache

2.1.1 CPU
2.1.2 RAM & ROM
2.1.3 Cache Memory
2.1.4 Instruction Cycle

A simplified version at the level of detail you 
should be able to reproduce

Key concepts

; Sample x64 Assembly Program
; Chris Lomont 2009 www.lomont.org
extrn ExitProcess: PROC   ; external functions in system libraries
extrn MessageBoxA: PROC
.data
caption db '64-bit hello!', 0
message db 'Hello World!', 0
.code
Start PROC
  sub    rsp,28h      ; shadow space, aligns stack
  mov    rcx, 0       ; hWnd = HWND_DESKTOP
  lea    rdx, message ; LPCSTR lpText
  lea    r8,  caption ; LPCSTR lpCaption
  mov    r9d, 0       ; uType = MB_OK
  call   MessageBoxA  ; call MessageBox API function
  mov    ecx, eax     ; uExitCode = MessageBox(...)
  call ExitProcess
Start ENDP
End
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2.1.5 Secondary memory

Key concepts

What is persistent storage?  How does it differ from other types?
• It is "permanent" or non-volatile - does not disappear on power down.

Name some types of persistent storage.
• Magnetic memory (Hard drives, magnetic tape, floppy disks)
• Solid state (Flash) memory: (SD & CF cards, thumb drives, etc.)
• Optical memory (CD/DVD R/W or ROM)
• Solid state ROM

Comparison of Primary and Secondary Memory

Primary Memory
• Expensive
• Fast - SRAM (Fastest)
• Volatile - gone with power off
• Directly accessible by the CPU
• Small amounts of data (a few GB)

Secondary Memory
• Cheap
• Slow
• Permanent (well, semi-permanent)
• Accessed through drivers
• Large amounts of data (a few TB)

Virtual memory
When a computer needs more primary memory, it can use secondary memory as "virtual 
memory".

Give the name and function of the following acronyms:
CPU -
• Central Processing Unit
• Hardware "brains" of the computer, performs input/output, basic 

arithmetic & logic operations.
CU 
• Control Unit
• Part of the CPU, it controls retrieval of instructions and data from the 

primary memory as well as their sequence of execution.
ALU
• Arithmetic Logic Unit
• Part of the CPU, it performs basic arithmetic, logical, and input/

output operations.
MAR
• Memory Address Register
• Holds the address of the data being used by the ALU as it performs 

input/output operations to memory.
MDR
• Memory Data Register
• Holds the data used by the ALU as it performs input/output 

operations to memory.

Describe the function of the:
Memory Bus
• The connection for addresses being passed between the memory and the 

MAR.  Also known as the Memory Address Bus
Data Bus
• The connection for data being passed between the memory and the MDR

Review
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2.1.6 Operating systems
2.1.7 Applications
2.1.8 Common Features

Key concepts

What is an operating system (OS)?
A collection of programs including:
• System software

> User/security management
• Kernel

> Minimum software required to share 
hardware between applications

• Utilities & Libraries
> Code for applications

• Device drivers
> Communicate with external devices

• Network connections
> Communicate with external devices

• Language translators

What does an OS do?
Arbitration
1. Load and manage processes

> Multi-core processors
2. Manages memory

> Virtual memory
3. Manages multitasking

> Enables multiple applications to access system hardware "simultaneously"*

Abstraction
1. Provide interface to hardware via system calls

> Applications can call system routines to
– open windows
– read mouse position
– get user input
– write to the monitor
– access system variables (date, time, hardware specs, etc.)

2. Provide a file system
> Applications call routines to read and write files without worrying about details.

3. Provide a basic user interface.
> file navigation and organization
> hardware installation and management
> internet connectivity
> program launching

4. Provide overall security

What are some common operating systems?

A good, but very detailed, 23 minute explanation

Windows
• A descendant of DOS

Everything else (Unix based)
• Unix - 1970's.  The GrandOS
• Mac OSX
• Linux - open source

Mike Murphy: 12:37 - good summary, boring speaker

TechQuickie: 5:15 - humorous, not much detail.  Skip the ad at the end!
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2.1.7 Applications
2.1.8 Common Features

Key concepts

In	approximate	order	of	usage
Web	browsers
Email
Word	processors
Spreadsheets
Graphic	processing	soPware.
Database	management	systems
Computer	aided	design	(CAD)

Data "Structure"

Free Form
Bitmaps (Images) Photoshop

Text + graphics Word

Spreadsheets Excel

Databases SQL, SPSS
Structured

Common Features?
• Menus
• Toolbars
• Dialogue boxes
• Window management
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2.1.9 Binary numbers
2.1.10 Data representations
2.1.11 Logic Gates
2.1.12 Truth Tables
2.1.13 Logic diagrams

Key concepts

Data representation
Bit - a single one or zero representing a Binary Digit
Byte - 8 bits
Word - a group of bytes processed at the same time (in parallel)
• Context dependent!
• 16 bit machines used 2 byte words (they're obsolete)
• 32 bit machines used 4 byte words (they're fading fast)
• 64 bit machines use 8 bytes per word

Number representations
Binary - base 2 digits 0 & 1 in Java: 0b11001101
Octal - base 8 digits 0 - 7 (one byte) in Java: 0315
Decimal - base 10 digits 0 - 9 in Java: 205
Hexadecimal - base 16 digits 0 - F (two bytes) in Java: 0xCD

Fill in the following table

Decimal Binary Octal Hexadecimal

8 1000 10 8

14 1110 16 E

166 1010 0110 246 A6

1010 11 1111 0010 1762 3F2

172 1010 1100 254 AC

34774 1000 0111 1101 0110 103726 87D6

511 1 1111 1111 777 1FF

43981 1010 1011 1100 1101 125715 ABCD

Adding in binary 10111 (23)

+ 110 (6)

0

1

11

1

11 (29)

Negative numbers - 2's complement
Complement the digits then add 1 0110 (6)

1001 (One's complement)

1010 (Two's complement = -6)
Notice that 0110   (6)

+1010  (-6)

00

1

0

1

0

1

The MSB

Base 10.  What does 346 mean?

3 4 6
1's10's100's

100101102

= 3x102 + 4x101 + 6x100

Base 8.  What does 346 mean?

3 4 6
1's8's64's

808182

= 3x82 + 4x81 + 6x80

= 19210 + 3210 + 610 = 23010

Base 2.  What does 1001 1100 mean?

1 0 0 1 1 1 0 0
1's8's64's 32's 16's 4's 2's128's

= 12810 + 1610 + 810 + 410

= 15610

Hexadecimal - Base 16
• Same principles as other bases
• Use upper case A-F for "digits" 10-15
• Convenient because one digit can be represented in 4 bits

In a signed binary number, the MSB is the sign bit.
Negative numbers have an MSB of 1 and are in 2's complement form

MSB =
Most
Significant
Bit

LSB

Try it again!

A 16 bit unsigned integer has values from 0 to 65535
A 16 bit signed integer has values from -32768 to 32767

Multiplying binary numbers
Use the same algorithm that you do with base 10

Guess what the name for four bits is...
A nibble!
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ASCII Codes

Java Primitive Data Types

• boolean, stored as one bit, the type whose values are either true or false
• char, the character type whose values are 16-bit Unicode characters
• the arithmetic types:

> the integral types (whole numbers)
– byte 1 byte (8 bits, 256 values)
– short 2 bytes (16 bits, -32768 to 32767)
– int 4 bytes (32 bits, -2,147,483,648 to 2,147,483,647)
– long 8 bytes (64 bits, -9,223,372,036,854,775,808 to

 9,223,372,036,854,775,807) 
> the floating-point types (numbers that may have a decimal part)

– float 4 bytes (32 bits, ~±3.40282347 x 1038)
– double 8 bytes (64 bits, ~±1.797693... x 10308)
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2.1.10 Data representations

Key concepts

The basic unit of storage is the byte (8 bits).  Everything in a computes is stored in units of bytes.  
Those bytes can represent numbers, colors, letters and more.

Each piece of data is stored in memory, so we need to know two things:
• How much memory is allotted for the data? (hopefully enough)
• How is the data to be interpreted?

This is accomplished by defining the variable type, either at the time the variable is first 
encountered or, in some languages, automatically.  Java, C++, and other languages require that 
the programmed explicitly declare the type of all variables when they are first defined.  For 
example, the line

int i;
declares that the variable i is of type int, meaning integer.  In the above line, we have declared 
but not initialized the variable.  By default, i will be given the value 0 (more on subtleties of this 
later).  If we want to start the variable off with a value of, say, 10, we would use the line

int i=10;

Text and control characters in documents are stored as char.
Historically, these were stored in 8 bits with ASCII codes.  Some languages use 
one byte for a char.
Current standard is more complete and uses Unicode characters in 2 bytes.

What about colors?
Colors are generally stored as RGB values, so named because they are built from a 
combination of Red, Green, and Blue light.  Java uses 3 bytes (24 bits) to store colors, one 
byte each for R, G, & B.  For convenience, colors are often written using their hexadecimal 
codes: 0xFFFFFF is white, 0x000000 is black.

1.1 Systems in organizations (10 hours)

Planning and system installation
1.1.1 Identify the context for which a new system is planned.

1.1.2 Describe the need for change management.

1.1.3 Outline compatibility issues resulting from situations 
including legacy systems or business mergers.

1.1.4 Compare the implementation of systems using a client’s 
hardware with hosting systems remotely.

1.1.5 Evaluate alternative installation processes.

1.1.6 Discuss problems that may arise as a part of data migration.

1.1.7 Suggest various types of testing.
User focus
1.1.8 Describe the importance of user documentation.

1.1.9 Evaluate different methods of providing user documentation.

1.1.10 Evaluate different methods of delivering user training.
System backup

1.1.11 Identify a range of causes of data loss.

1.1.12 Outline the consequences of data loss in a specified situation.

1.1.13 Describe a range of methods that can be used to prevent data 
loss.

Software deployment

1.1.14 Describe strategies for managing releases and updates.

Wed 1/31 Fri 2/2 Wed 2/7 Fri 2/9

Topics 1.1.1 - 1.1.4 1.1.5-1.1.7 1.1.8-1.1.10 1.1.11 - 1.1.14

Presenters Michaela & Olivia Anna & Avery MIilan, Aidan, & 
Dominic



January 28, 2018
Mr.	Alei's	web	page Michael	Brooke	Online	Course	Notes Coursera

2 - Computer 
Architecture 

2.1.11 - Logical Operators
2.1.12 - Truth tables
2.1.13 - Logic diagrams

Key concepts

Boolean variables have only two possible values - represented internally as 0 and 1.
In Java, the primitive values are called true and false.

An operator is a process that acts on one or more variables to create a result.

Boolean operators are logical combinations of boolean variables.  There are 6 operators:

Let a and b be two boolean variables.  Then:
a AND b is true if both a and b are true, otherwise false.

> In a text book, this is written a ∩ b or sometimes a ∧ b.
> Algebraically, some books use the notation a • b or a * b.
> In Java we write a && b or a & b

a OR b is true if either a or b is true, otherwise false.
> In a text book, this is written a ∪ b or sometimes a ∨ b.
> Algebraically, some books use the notation a + b
> In Java we write a || b or a | b
> Note that if both a and b are true, the value of a OR b is true (see XOR)

NOT a is the complement of a; that is, if a is true, NOT a is false and vice versa
> In a text book, this is written as ā, ¬a or a'.  In general, a bar over a symbol 

means not that symbol.
> In Java we write !a

a XOR b is true if only one of a or b is true, otherwise false.
> In a text book, this is written a ⊗ b.
> In Java we write a ^ b

a NAND b is true if  (a and b) is false, otherwise false.
> Logically, it's the same as NOT AND or ¬(a ∩ b) or a ⊼ b
> In Java there is no single operator for this, but we can write !(a && b)

a NOR b is true if neither a nor b are true, otherwise false.
> Logically, it's the same as NOT AND or ¬(a ∪ b) or a ⊽ b
> In Java there is no single operator for this but we can write !(a || b)

A note: In computer languages, there are two kinds of operators that use these ideas.  
For single bit values, you can use either, but for multiple bit values, there are differences:

• Logical operators

> Interpret 0 as false, any other number as true
> 1001 && 0110 = 0001 and 1001 || 0110 = 0001 

• Bitwise (or Boolean) operators - operate on each corresponding pair of bits in two 
values

> 1001 & 0110 = 0000 and 1001 | 0110 = 1111 

Just something to have in the back of your mind.

It's easier to understand these using truth tables which illustrate the results:

a b a ∧ b

0 0 0

1 0 0

0 1 0

1 1 1

AND: a ∧ b OR: a ∨ b

NAND: a ⊼ b NOR: a ⊽ b

XOR: a ⊗ b NOT: ¬a

a b a ∨ b

0 0 0

1 0 1

0 1 1

1 1 1

a b a ⊗ b

0 0 0

1 0 1

0 1 1

1 1 0

a ¬a

0 1

1 0

a b a ⊽ b

0 0 1

1 0 0

0 1 0

1 1 0

a b  ⊼ b

0 0 1

1 0 1

0 1 1

1 1 0

You can use truth tables to solve logic problems.  Consider the statement:
"Tania won't go out to play if it's cold and raining or if she hasn't done her homework."

We can represent all the possibilities using a truth table: 

Then, we can write a boolean expression for the result.  First, name some variables:
• C = it's cold
• R = it's raining
• H = Tania did HW
• P = Tania will not go outside and play

From the table we see that

P =  C' • R' • H' + C' • R • H' + C • R' • H' + C • R • H' + C • R • H

Try a couple:
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2.1.11 - Logical Operators
2.1.12 - Truth tables
2.1.13 - Logic diagrams

Key concepts

FYI, in electronics, logical operations are executed with "gates" using symbols:

When you draw logic diagrams, use the symbols on the right (circles with names).

Try one:  Draw a logic diagram that takes two inputs, a and b, and, using only NAND 
gates, creates an output that is equivalent to a ∨ b.

NANDa

NANDb

NAND

It turns out you can create all the other logic functions, just using NAND gates.  
This can come in very handy in electronics.

Here are some algebraic properties of Boolean algebra

The main ones to know are checked...they're pretty intuitive except maybe 
DeMorgan's and the last one.  Try this: 

HW: Kjell

1.1 Systems in organizations (10 hours)

Planning and system installation
1.1.1 Identify the context for which a new system is planned.

1.1.2 Describe the need for change management.

1.1.3 Outline compatibility issues resulting from situations 
including legacy systems or business mergers.

1.1.4 Compare the implementation of systems using a client’s 
hardware with hosting systems remotely.

1.1.5 Evaluate alternative installation processes.

1.1.6 Discuss problems that may arise as a part of data migration.

1.1.7 Suggest various types of testing.
User focus
1.1.8 Describe the importance of user documentation.

1.1.9 Evaluate different methods of providing user documentation.

1.1.10 Evaluate different methods of delivering user training.
System backup

1.1.11 Identify a range of causes of data loss.

1.1.12 Outline the consequences of data loss in a specified situation.

1.1.13 Describe a range of methods that can be used to prevent data 
loss.

Software deployment

1.1.14 Describe strategies for managing releases and updates.

Wed 1/31 Fri 2/2 Wed 2/7 Fri 2/9

Topics 1.1.1 - 1.1.4 1.1.5-1.1.7 1.1.8-1.1.10 1.1.11 - 1.1.14

Presenters Michaela & Olivia Anna & Avery MIilan, Aidan, & 
Dominic


